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Abstract

The goal of multi-objective optimization is to identify a collection of points which describe the best
possible trade-offs between the multiple objectives. In order to solve this vector-valued optimization problem,
practitioners often appeal to the use of scalarization functions in order to transform the multi-objective
problem into a collection of single-objective problems. This set of scalarized problems can then be solved
using traditional single-objective optimization techniques. In this work, we formalize this convention into a
general mathematical framework. We show how this strategy effectively recasts the original multi-objective
optimization problem into a single-objective optimization problem defined over sets. An appropriate class of
objective functions for this new problem is the R2 utility function, which is defined as a weighted integral over
the scalarized optimization problems. We show that this utility function is a monotone and submodular
set function, which can be optimized effectively using greedy optimization algorithms. We analyse the
performance of these greedy algorithms both theoretically and empirically. Our analysis largely focusses on
Bayesian optimization, which is a popular probabilistic framework for black-box optimization.

1 Introduction

Decisions that are made in the real-world lead to a variety of consequences that have to be considered beforehand.
It is rare that a decision only leads to positive changes that would benefit everyone involved. In many cases,
there is a trade-off that has to be struck, which tries to balance between many different criteria. Multi-objective
optimization formalizes this decision making problem mathematically as a vector-valued optimization problem.
The solution to this problem is a set of decisions whose objective values lead to the best possible trade-offs
between the multiple criteria. Equipped with this solution set, a decision maker can then make a more informed
decision which takes into account all the possible trade-offs.

Many efforts over the past few decades has been spent developing the theory and algorithms that are used to
solve this multi-objective optimization problem [58, 28]. The aim of this paper is to consolidate the core ideas of
these approaches into a mathematical framework that will support the future development of algorithms and the
theory behind them. Notably, we study the family of R2 utility functions, which connects three different fields
of optimization: multi-objective optimization, single-objective optimization and set optimization. We support
these connections with general theoretical results and illustrative examples that provide intuition. Whilst these
results are not surprising and already known for a specific instance of R2 utility, namely the hypervolume
indicator [102, 86], they to the best of our knowledge have not been presented in the most general form and are
missing in the literature. Furthermore, these clear connections can also be exploited in order to design more
principled algorithms. To illustrate this, we present a motivating example of how these ideas can be applied
for Bayesian optimization, which is a popular black-box optimization strategy that has found a lot of interest
and success over the recent decade. We also provide general performance bounds for this case and detailed
numerical examples.

1.1 Outline

The remainder of the paper is organized as follows: In Section 2, we define the multi-objective optimization
problem and introduce the two main philosophies that are often used to solve this problem: the scalarization
perspective and the utility perspective. In Section 3, we unify these two methodologies by introducing the R2
utilities, which is a family of utility functions that are defined using scalarization functions. We then show that
the family of R2 utilities satisfy many desirable properties, which makes them a sensible criterion to optimize.
In Section 4, we give a discussion on how we can solve the multi-objective optimization problem using the R2
utility. We focus our attention on greedy optimization strategies because they come with theoretical guarantees.
In particular, we prove a general performance bound which is satisfied by any greedy Bayesian optimization
algorithm based on the R2 utility. In Section 5, we empirically evaluate these greedy Bayesian optimization
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strategies in light of these new theoretical results. Finally, in Section 6, we conclude the paper with a summary
and discussion of future work. In Appendix A, we include the proofs of the main results.

2 Preliminaries

Consider a vector-valued function f : X → RM defined over a compact space of feasible inputs X ⊂ RD. The
multi-objective maximization problem is given by:

max
x∈X

f(x), (1)

where the maximum is defined via the Pareto partial ordering relation.

Definition 2.1 (Pareto domination) The weak, strict and strong Pareto domination is denoted by the binary
relations �,� and ��, respectively. We say a vector y ∈ RM weakly, strictly or strongly Pareto dominates
another vector y′ ∈ RM , if:

y � y′ ⇐⇒ y − y′ ∈ RM≥0,

y � y′ ⇐⇒ y − y′ ∈ RM≥0 \ {0M},
y �� y′ ⇐⇒ y − y′ ∈ RM>0,

respectively, where 0M ∈ RM denotes the M -dimensional vector of zeros.

Definition 2.2 (Pareto optimality) Consider a function f : X → RM , we say an input x ∈ X is weakly
or strictly Pareto optimal if the objective vector f(x) is not strongly or strictly dominated, respectively, by any
other objective vector f(x′) with x′ ∈ X \ {x}.
The convention in multi-objective optimization is to target the strictly Pareto optimal points. The collection
of strictly Pareto optimal inputs is called the Pareto set, X∗ = arg maxx∈X f(x) ⊆ X, whilst the corresponding
image is called the Pareto front, Y∗ = f(X∗) = maxx∈X f(x) ⊂ RM .

Set Pareto domination. Practitioners are often only interested in identifying a discrete approximation of the
Pareto front. For this reason, we will consider working in the space of finite sets: B(RM ) = {Y ⊆ RM : |Y | <∞}.
In practice, we will be interested in making comparisons between different Pareto front approximations. To
that end, we will now extend the Pareto partial ordering to be defined over finite sets. Informally, we will say a
set A ∈ B(RM ) dominates another set B ∈ B(RM ) if the region dominated by A contains the region dominated
by B.

Definition 2.3 (Dominated region) For a set of vectors Y ∈ B(RM ), the weak dominated region is defined
as the collection of vectors which is weakly dominated by at least one vector in this set: D�(Y ) =

⋃
y∈Y {a ∈

RM : a � y}.
Definition 2.4 (Set Pareto domination) We say a set of vectors A ∈ B(RM ) weakly or strictly Pareto
dominates another set of vectors B ∈ B(RM ), if:

A � B ⇐⇒ D�(A) ⊇ D�(B),

A � B ⇐⇒ D�(A) ⊃ D�(B),

respectively.

Remark 2.1 The above definition of set domination might differ slightly from alternative definitions given in
the literature [41]. Nevertheless, the core idea remains the same: a set dominates another if for any element in
the latter set, we can always find an element in the former set which dominates it.

Reformulating the multi-objective optimization problem. Designing algorithms to directly solve the
multi-objective optimization (1) is challenging because the Pareto partial ordering means that not all vectors
or sets of vectors are comparable with each other. To address this limitation, decision maker’s often rely on the
use of scalarization functions, s : RM → R, or utility functions, U : B(RM ) → R, in order make comparisons
between vectors or sets of vectors, respectively. In the following sections, we will review these two classes of
functions and show how they effectively reformulate the multi-objective optimization problem into a different
optimization problem. We will then unify these two perspectives in Section 3, by showing how it is possible to
construct a sensible utility function from a collection of scalarization functions.
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Figure 1: A comparison of the domination regions based on Pareto domination and some popular scalarization functions in the
two objective setting.

2.1 Scalarization perspective

A well-known approach for solving the multi-objective optimization problem (1) is to transform it into a col-
lection of single-objective optimization problems. These problems can then be jointly solved using classical
techniques from single-objective optimization. We refer to this reformulation as the scalarization perspective of
multi-objective optimization because we typically rely on the use of scalarization functions in order to estab-
lish these single-objective problems. This perspective is also sometimes referred to as the decomposition-based
approach to multi-objective optimization [97, 52, 84].

Scalarized optimization problems. Formally, in the scalarization perspective, we are interested in solving
a collection of single-objective optimization problems obtained applying a family of scalarization functions:
{sθ : RM → R : θ ∈ Θ}. In particular, we want to solve the scalarized optimization problem,

max
x∈X

sθ(f(x)), (2)

jointly for all scalarization parameters θ ∈ Θ. Intuitively, each scalarized problem corresponds to one point that
we are interested in targetting. If the number of scalarization parameters is finite, |Θ| < ∞, then we are only
targetting a finite number points. In contrast, if we had separate scalarized problem for each strictly Pareto
optimal point, then jointly solving this set of problems would be equivalent to solving the original multi-objective
optimization problem.

Ideally, we want the solutions to the scalarized optimization problems to be Pareto optimal in some sense.
This property turns out to be satisfied when the scalarization function preserves the Pareto partial ordering.
Specifically, whenever one vector dominates another, we want the scalarized value to also be greater. This
notion of preserving the Pareto partial ordering can be interpreted as a notion of monotonicity.

Definition 2.5 (Monotonicity) A scalarization function s : RM → R is monotonically increasing, strictly
monotonically increasing or strongly monotonically increasing if:

y � y′ =⇒ s(y) ≥ s(y′),
y � y′ =⇒ s(y) > s(y′),

y �� y′ =⇒ s(y) > s(y′),

for any vectors y,y′ ∈ RM , respectively. Similarly, the function is monotonically decreasing, strictly monoton-
ically decreasing or strongly monotonically decreasing if the reverse inequality holds.

A well-known result in multi-objective optimization states that whenever the scalarization function is strictly
or strongly monotonically increasing, then the solution set is Pareto optimal [58, Part 2, Theorem 3.5.4]—this
result is summarized in Proposition 2.1 and proved in Appendix A.1.

Proposition 2.1 (Monotonicity implies optimality) Consider an objective function f : X → RM and a
scalarization function s : RM → R. If the scalarization function is strictly or strongly monotonically increasing
over the feasible objective space, then the solutions, X∗s = arg maxx∈X s(f(x)) ⊆ X, are strictly or weakly Pareto
optimal, respectively.

Example 2.1 (Popular scalarization functions) There are many possible scalarization functions that we
can use in practice [57]. Below, we give a few examples of some popular scalarization functions. In particular,
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we consider the linear, Lp-norm (Lp), Chebyshev (Chb) and augmented Chebyshev (AugChb) scalarization
functions:

sLinearw (y) =

M∑
m=1

w(m)y(m), (3)

sLp(υ,w)(y) = −
(

M∑
m=1

|w(m)(υ(m) − y(m))|p
)1/p

, (4)

sChb
(υ,w)(y) = − max

m=1,...,M
w(m)(υ(m) − y(m)), (5)

sAugChb
(υ,w,γ)(y) = sChb

(υ,w)(y) + γsLinearw (y), (6)

respectively, where y ∈ RM is an objective vector, w ∈ ∆M−1
+ := {y ∈ RM>0 : ||y||L1 = 1} is a weight vector lying

in the positive M -dimensional simplex, υ ∈ RM is an ideal1 reference point, p ≥ 1 is a constant controlling
the Lp-norm and γ ≥ 0 is a penalty parameter. In Figure 1, we illustrate the contours of these scalarization
functions in the bi-objective setting, for one particular choice of scalarization parameter.

Notably the linear, Chebyshev and augmented Chebyshev scalarization function are strongly monotonically in-
creasing over the whole objective space and therefore they satisfy the result of Proposition 2.1. On the other
hand, the Lp scalarization function is only strongly monotonically increasing in the space dominated by the
reference point and therefore it only satisfies this result when the reference point is set accordingly.

Remark 2.2 (Chebyshev scalarization) Proposition 2.1 ensures that some Pareto optimal solutions can be
targetted when we vary the scalarization parameter. It does not give any guarantees on targetting all of the Pareto
optimal solutions. These type of results are typically only possible for explicit choices of scalarization functions.
For example, it is known that we can target all the weakly Pareto optimal solutions, which are strictly Pareto
comparable with the reference vector υ ∈ RM , by varying the weight parameter w ∈ ∆M−1

+ in the Chebyshev
scalarization (5) function [58, Part 2, Theorem 3.4.5].

Remark 2.3 (Objective transformations) Scalarization functions are naturally sensitive to the scales of
the objectives. Thus, it is common for practitioners to apply a transformation function, τ : RM → RM , to
the objective vector before applying the scalarization function: s(τ(y)) ∈ R. For instance, one might consider
applying a linear transformation, which normalizes the feasible objective values to the unit hypercube, [0, 1]M ,
before computing any of the distance-based scalarization functions in Example 2.1. In this work, we will implicitly
assume that any such transformation has already been included in the definition of the scalarization function.

2.2 Utility perspective

One of the primary challenges in multi-objective optimization is concerned with quantifying the quality of an
approximate Pareto front. As observed by Zitzler et al. [101], the set Pareto domination is only a partial
ordering relation, which means that we are not always able to determine whether one approximation set is
better than another. Therefore, the burden often falls onto the decision maker to characterize whether one
set is more preferable than another, even when the sets are not Pareto comparable. To that end, decision
maker’s often rely on utility functions, U : B(RM ) → R, in order to determine the quality of an approximate
Pareto front. This naturally leads to the utility perspective of multi-objective optimization, which considers
the problem of directly optimizing this utility function. This perspective is also sometimes referred to as the
indicator-based approach to multi-objective optimization [97, 52, 84].

Utility optimization problem. Formally, in the utility perspective, we are interested in optimizing the
utility function:

max
X⊆X,|X|≤P

U(f(X)) (7)

for some number P > 0. We have included a cardinality constraint into this set optimization problem in order
to emphasize the fact that we are typically interested in building a discrete approximation of the Pareto front.
Naturally, we could lift this constraint if an abundance of computational power is available.

Ideally, the utility function should be designed to preserve the Pareto partial ordering over sets. Similar
to the notion of monotonicity for scalarization functions, we introduce the notion of compliancy for utility
functions.

1An ideal or utopia point is a vector whose objective values are desirable and conversely, the disagreement or nadir point is a
vector comprised of undesirable objective values. Both of these vectors are typically set according to the decision maker’s preferences
[90].
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Figure 2: A comparison of the aspects that determine the quality of a Pareto front approximation.

Definition 2.6 (Pareto compliancy) A utility function U : B(RM )→ R is weakly or strictly Pareto compli-
ant if:

A � B =⇒ U(A) ≥ U(B),

A � B =⇒ U(A) > U(B),

for any sets of vectors A,B ∈ B(RM ), respectively.

The Pareto compliancy property implies that the utility optimization problem (7) can be solved by using
some subset of the Pareto set. When the Pareto front is finite2, the strict Pareto compliancy property
leads to a stronger result which states that the smallest set which maximizes the utility is the Pareto front:
maxX∈X,|X|≤P U(f(X)) = U(f(X∗)) = U(Y∗) for any P ≥ |Y∗|.

Qualitative aspects. In the multi-objective literature, the utility function is often referred to as a perfor-
mance metric or a performance indicator. Following Riquelme et al. [71], there are three core qualitative aspects
that a multi-objective performance metric inherently tries to quantify.

1. Convergence. This aspect is concerned with the accuracy of the approximation. Namely how ‘close’ is
the approximate front to the true Pareto front. This aspect requires specifying some notion of distance in
the objective space, which can be especially challenging when the objectives describe quantities that are
defined on different scales.

2. Diversity. This aspect is concerned with the distribution and spread of the points in the approximate
front. The distribution is related to the relative distance among the points, whereas the spread considers
the range of the objectives that are covered by the points. As illustrated in Figure 2, a set can have a
good distribution, but a poor spread and vice versa.

3. Cardinality. This aspect refers to the number of points in the approximate front. Naturally, a larger
number of points is typically preferred.

In Figure 2, we illustrate these three qualities in the two objective setting. As observed in this example, an
approximation can do well on one of these aspects and poorly on another. In essence, all performance metrics
in multi-objective optimization work by quantifying some or all of these aspects and then striking a suitable
balance between them. On the surface it appears that there are many different ways to design a performance
metric which strikes a balance between these three qualitative properties. For instance, a recent survey [2]
identified over fifty different performance metrics that have been documented in the literature. In this work,
we will focus our attention on the R2 utility, which is a general class of utility functions inspired by the R2
metric [41]. This family turns out to possess many desirable properties and contains many of the most used
performance metrics as special cases—more details in Section 3.

Other useful properties. We will now define two other desirable properties which we will need later on.
The first definition is the monotone property, which states that a utility function is non-decreasing in the sense
that adding more points to a set does not decrease its utility. The second definition is the diminishing returns
property, which states that the gain in utility is less for larger sets. In this work, we will say a set function,
U : B(Ω)→ R, is submodular if it satisfies the diminishing returns property. We will consider the setting where
the ground set is the space of vectors: Ω = RM . Note that this definition of submodularity differs subtly from
the conventional setting [3, 50], which additionally assumes that the ground set is finite.

2Extending this result to the infinite setting is non-trivial. Specifically, we would have to deal with some measurability issues
involved with extending Definition 2.4.
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Definition 2.7 (Monotone) For a ground set Ω, the set function U : B(Ω) → R is monotone if for any sets
A,B ∈ B(Ω) with A ⊆ B we have U(A) ≤ U(B).

Definition 2.8 (Diminishing returns) For a ground set Ω, the set function U : B(Ω) → R satisfies the
diminishing property if and only if for any sets A,B ∈ B(Ω) with A ⊆ B and c ∈ Ω we have U(A∪{c})−U(A) ≥
U(B ∪ {c})− U(B).

3 R2 Utility

The family of R2 utilities offers a natural way to connect between the scalarization and utility perspectives
of multi-objective optimization, by defining a utility function based on a family of scalarization functions. In
particular, given a family of scalarization functions {sθ : RM → R : θ ∈ Θ} and a probability density p(θ) ≥ 0,
the R2 utility function is defined as the average maximum scalarized value:

U(Y ) = Ep(θ)[Sθ(Y )] = Ep(θ)

[
max
y∈Y

sθ(y)

]
, (8)

for some set of vectors Y ∈ B(RM ), where Ep(θ)[·] denotes the expectation with respect to the density p(θ).
Intuitively, the maximum scalarized value, described by the set function, Sθ : B(RM )→ R,

Sθ(Y ) = max
y∈Y

sθ(y),

evaluates the quality of targetting one point corresponding to the scalarized optimization problem (2). By
taking a weighted average over these problems, the R2 utility quantifies some notion of average quality when
we are interested in targetting multiple points. To keep the discussion focussed, we will assume throughout
this work that the R2 utility is well-defined in the sense that integral over the scalarization parameter exists
and is finite. For convenience, we will denote the maximum feasible scalarized value and utility by Sθ(f(X)) :=
maxx∈X sθ(f(x)) and U(f(X)) := Ep(θ)[maxx∈X sθ(f(x))], respectively.

R2 metric. In the original work by Hansen and Jaszkiewicz [41], the R2 metric, IR2 : B(RM )×B(RM )→ R,
was defined as the difference in R2 utility between a set of objectives Y ∈ B(RM ) and a user-specified reference
set YR ∈ B(RM ):

IR2(Y, YR) = U(YR)− U(Y ). (9)

In other words, we can interpret the R2 metric as a notion of regret for the R2 utility. Consequently, all the
results that we will develop for the R2 utility can also be applied for the R2 metric. Specifically, in Section 4,
we will study the problem of maximizing the R2 utility, but equivalently we could have considered the problem
of minimizing the R2 metric because the initial term U(YR) ∈ R is just a constant.

Qualitative aspects. The R2 utility turns out to have many properties that makes it a sensible performance
metric for multi-objective optimization. For example, we can relate each component of this utility function with
the three main qualitative aspects that we described earlier in Section 2.2.

1. Convergence. This aspect is determined by the choice of scalarization function, which assesses the quality
for each scalarized optimization problem. To see this clearly, we can rewrite the difference between the
total possible utility and the attained utility as an expectation:

U(f(X))− U(f(X)) = Ep(θ) [Sθ(f(X))− Sθ(f(X))] .

The difference within this expectation denotes the regret for each scalarized problem. Notably, a small
regret indicates a high convergence for the scalarized problem. As the maximum utility, U(f(X)) ∈ R, is
just a constant, we can interpret large utility values as an indication of high convergence.

2. Diversity. This aspect is determined by the probability distribution, which controls the relative impor-
tance placed on each scalarized optimization problem. As a result, we can potentially capture and assess
different notions of spread and distribution by altering this probability distribution.

3. Cardinality. This aspect is determined by max operation which ensures the utility function is monotone
and therefore adding more points will never decrease the utility. Note that the utility function would also
be monotone if we replaced the max operation with the sum operation. The main shortcoming with the
summing approach is that it would favour a larger set containing many poor performing points over a
smaller set of high performing points.
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Figure 3: A comparison of the improvement regions based on Pareto domination and some different R2 utilities in the two
objective setting. For the IGD+ indicator, we set p = 2 and q = 1, whilst for the D1 indicator we set w = (1/M, . . . , 1/M).

Useful properties. Another useful result about the R2 utility is that it satisfies both the monotone and
diminishing returns property—we state this result in Proposition 3.1 and prove it in Appendix A.2. From
an intuitive perspective, both of these properties seem sensible for a performance metric. The monotone
property suggests that the quality of a set of vectors should not deteriorate as we add more points, whilst the
submodularity property suggests that the improvement in adding more points should diminish with respect to
the size of the set.

Another desirable property for the R2 utility is Pareto compliancy. This property turns out to be dependent
on only the choice of scalarization functions. In Proposition 3.2, we give a sufficient condition for weak Pareto
compliancy, which we prove in Appendix A.6. Specifically, if the scalarization functions preserves the weak
Pareto partial ordering, then so does the corresponding R2 utility. Establishing a sufficient condition for
strict Pareto compliancy turns out to be non-trivial because we would have to make additional measurability
assumptions. Specifically, we would have to show that the set of scalarization parameters {θ ∈ Θ : Sθ(A) >
Sθ(B)} has non-zero measure for any sets A,B ∈ B(RM ) such that A � B.

Proposition 3.1 The R2 utility is a monotone and submodular set function.

Proposition 3.2 If the scalarization function sθ : RM → R is monotonically increasing for all θ ∈ Θ, then the
resulting R2 utility is weakly Pareto compliant for any choice of probability distribution p(θ) ≥ 0.

Remark 3.1 (Single-objective setting) Note that the classical objective for single-objective optimization is
also an R2 utility: U(Y ) = maxy∈Y y. As a result, all of the properties that we have shown for this utility also
applies for the standard single-objective criterion.

3.1 Special cases

We now highlight the fact that many of the most widely used performance metrics in multi-objective optimization
can be viewed as special cases of the R2 utility. In particular, from a recent survey [71] of the most used
performance metrics, we see that the standard R2 metric, hypervolume indicator, inverted generational distance
and D1 indicator were among the top in the list. All of these utilities turn out to be special cases of the R2
utility. In Figure 3, we illustrate the contours of these R2 utilities for a simple two-dimensional example.

3.1.1 Standard R2 metric

In the original work by Hansen and Jaszkiewicz [41], the R2 metric (9) was defined explicitly using the average
weighted Chebyshev distance (5):

UR2(Y ) = Ew∼Uniform(∆M−1
+ )

[
max
y∈Y

sChb
(υ,w)(y)

]
, (10)

for some user-specified reference point υ ∈ RM . The original motivation behind the use of the Chebyshev
scalarization function came from the well-known result that we described in Remark 2.2. The use of a uniform
distribution over the simplex weights was mostly out of convenience. As noted by other researchers [90], we
could have potentially used some other weight distributions if we were interested in assessing specific parts of
the Pareto front.

Augmented variant. A limitation with the Chebyshev scalarization function is that it also targets weakly
Pareto optimal solutions, whereas in many cases we are only interested in the strictly Pareto optimal solutions.
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One possible strategy to avoid these weakly Pareto optimal solution is by incorporating an L1-penalty into the
Chebyshev scalarization function [58, Part 2, Section 3.4.5]. For instance, Zitzler et al. [101] considered using
the augmented Chebyshev function (6) instead.

Weak Pareto compliancy. As a result of Proposition 3.2, we can conclude that both of these variants of
the standard R2 utility are weakly Pareto compliant because their corresponding scalarization functions are
monotonically increasing.

3.1.2 Hypervolume indicator

One of the most popular performance criterion in multi-objective optimization is the hypervolume indicator
[102]. The hypervolume indicator, IHV : B(RM ) × RM → R, is a function that computes the volume of the
dominated region between a set of objectives Y ∈ B(RM ) and a reference point η ∈ RM :

IHV(Y,η) =

∫
RM

1 [z ∈ ∪y∈Y [η,y]] dz, (11)

where 1 is the indicator function.

Strict Pareto compliancy. A larger hypervolume is preferred over a smaller one. The hypervolume indicator
is known to be a strictly Pareto compliant utility [103], when we restrict it to sets which lie in the space that
strictly Pareto dominates the reference point: Y ∈ B(D�({η})) ⊂ B(RM ).

Hypervolume scalarization function. Early work on the R2 indicator [10] identified many similarities
between the behaviour of the standard R2 utility and the hypervolume indicator. As the hypervolume indicator
grew in its popularity, a lot of work has been focussed in identifying faster and more efficient strategies to
compute this indicator. After many different efforts over the last decade [45, 54, 78, 24, 96], it was slowly realized
that we can write the hypervolume indicator as a special case of the R2 utility. This result is summarized in
Proposition 3.3 and the proof is presented in the references [78, Section 3.2], [24, Section 2] and [96, Lemma 5].
Intuitively, the main idea of the proof is to rewrite the hypervolume integral using polar coordinates. Under
this formulation, the hypervolume scalarization function (12) works by computing the volume contribution over
each angle and the resulting R2 utility computes the total integral of all of these contributions.

Proposition 3.3 (Hypervolume indicator) The hypervolume indicator eq. (11) can be written as an R2
utility:

UHV(Y ) := IHV(Y,η) = Eλ∼Uniform(SM−1
+ )

[
max
y∈Y

sHV
(η,λ)(y)

]
,

where the hypervolume scalarization function is defined as the following transformation of the Chebyshev scalar-
ization function (5),

sHV
(η,λ)(y) =

πM/2

2MΓ(M/2 + 1)
min

m=1,...,M

(
max

(
0,
y(m) − η(m)

λ(m)

))M
, (12)

with Γ(z) =
∫∞

0
tz−1e−tdt denoting the Gamma function and λ ∈ SM−1

+ := {y ∈ RM>0 : ||y||L2 = 1} denoting a
weight parameter that is distributed uniformly over the space of positive unit vectors.

Monotone and submodular. The hypervolume indicator was already known to be a monotone and sub-
modular set function [86]. These two properties have been instrumental for the development of many results
and algorithms concerning the hypervolume optimization problem [40]. In Proposition 3.1, we generalized this
and demonstrated that these two properties actually hold for any R2 utility. As a result, many of these existing
ideas can now be applied by the R2 utility optimization problem (7)—more details in Section 4.

3.1.3 Inverted generational distance

Another popular performance metric in multi-objective optimization is the inverted generational distance (IGD)
[14]. This performance metric tries to measure some notion of distance between a finite set of objectives
Y ∈ B(RM ) and a finite set of ideal points Υ ∈ B(RM ). Using the formulation by Schutze et al. [76], the IGD
indicator, IIGDp,q

: B(RM )× B(RM )→ R, is defined as:

IIGDp,q
(Y,Υ) =

(
1

|Υ|
∑
υ∈Υ

(
min
y∈Y
||υ − y||Lp

)q)1/q

, (13)
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for some norms p, q ≥ 1. A smaller IGD is preferred because it indicates that the set of objective vectors is close
to the ideal reference set. The IGD is minimized for any set of vectors containing the ideal points: Y ⊇ Υ. It is
common to set the outer norm to q = 1, which means that the resulting IGD indicator can be interpreted as the
average Lp-norm to the set of ideal points. On the other hand, the inner norm is commonly set to p = 2.

Original formulation. The traditional definition of the IGD indicator assumed that the average is computed
outside of the Lq-norm: |Υ|1/q−1IIGDp,q

(Y,Υ). As described by Schutze et al. [76, Section 3], the additional
multiplicative factor in the traditional definition can lead to some undesirable properties. Note that there is no
difference between these two formulations when q = 1.

Average Lp distance. By using a transformation of the Lp scalarization function (4), we can rewrite the
IGD indicator as a transformation of an R2 utility. We summarize this result in Proposition 3.4 and prove it in
Appendix A.4.

Proposition 3.4 (IGD indicator) The IGD indicator (13) can be written as a transformation of an R2
utility:

U IGDp,q (Y ) := −(IIGDp,q
(Y,Υ))q =

1

|Υ|
∑
υ∈Υ

max
y∈Y

s
IGDp,q
υ (y),

where s
IGDp,q
υ (y) = −||υ − y||qLp is the IGD scalarization function.

Weak Pareto compliancy. Since IGD scalarization function is not monotonically increasing over the whole
objective space, this means that the IGD indicator is not necessarily weakly Pareto compliant. To address this
problem, Ishibuchi et al. [44] proposed the IGD+ indicator, which works by truncating the difference within the

Lp-norm at zero: s
IGDp,q+
υ (y) = −||max(υ − y,0M )||qLp where the maximum is computed element-wise. This

modification ensures that the scalarization function is monotonically increasing over the entire objective space
and therefore the resulting indicator is weakly Pareto compliant.

3.1.4 D1 indicator

Another popular performance metric is the D1 indicator [15]. Similar to the IGD, the goal of the D1 indicator is
to the measure distance between a finite set of objectives Y ∈ B(RM ) and a finite set of ideal points Υ ∈ B(RM ).
The D1 indicator, ID1 : B(RM )× B(RM )×∆M−1

+ → R is defined as the average weighted Chebyshev distance
between the set of points:

ID1(Y,Υ,w) =
1

|Υ|
∑
υ∈Υ

min
y∈Y

(
max

m=1,...,M
w(m)(υ(m) − y(m))

)
, (14)

where w ∈ ∆M−1
+ denotes some weight vector. A smaller D1 indicator is preferred because it indicates that

the set of objectives is close to the set of ideal points. It is common to see uniform weights being used for each
objective: w = 1M/M ∈ ∆M−1

+ .

Average Chebyshev distance. The negative D1 indicator can be obtained as a special case of the R2 utility
when we use the Chebyshev scalarization function (5) and a uniform distribution over the set of ideal points.
We summarize this result in Proposition 3.5 and prove it in Appendix A.5.

Proposition 3.5 (D1 indicator) The D1 indicator (14) can be written as a transformation of an R2 utility:

UD1(Y ) := −ID1(Y,Υ,w) =
1

|Υ|
∑
υ∈Υ

max
y∈Y

sChb
(υ,w)(y).

Weak Pareto compliancy. The D1 indicator is weakly Pareto compliant because the Chebyshev scalarization
function is monotonically increasing.

3.2 Discussion

The overall goal of multi-objective optimization is to identify an approximation to the Pareto optimal points.
The scalarization and utility perspectives of multi-objective optimization offers a strategy to obtain this approx-
imation by recasting the original problem into one which is more amenable to standard optimization strategies.
The R2 utility unifies both of these approaches into one where a decision maker only needs to specify a family
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of scalarization functions and a probability distribution to go along with it. There is no clear-cut answer as
to what utilities, scalarization functions and probability distribution we should use in practice. This choice
naturally depends on the goals and preferences of the decision maker, which can be hard to elicit in practice
[92].

In many cases, decision makers often resort to the use of popular off-the-shelf utility functions such as the ones
listed in Section 3.1. These utility functions are useful for a general decision maker, who is just interested in
obtaining some approximation to the Pareto optimal points. On the other hand, these utility functions might be
insufficient for a more specialized user, who has specific preferences they want to encode in their approximation.
For example, suppose a decision maker had a lexicographical preference on the objectives, which states that
some objectives are more important to optimize than others. The previously listed performance metrics might
be inadequate for this setting because they do not explicitly encode this preference into their utility values. A
more suitable approach would be to design an R2 utility, which does encode this preference. For instance, we
could use a weight-based scalarization function such as the Chebyshev scalarization function (5) and devise a
weight distribution that satisfies this lexicographical constraint.

In this work, we have highlighted only a small selection of R2 utilities in order to showcase the usefulness of
this methodology. Nevertheless, there are numerous possibilities that we have not discussed. For example, we
could consider R2 utilities defined using reference-line based scalarization functions [16, 95, 74, 60]. Similarly,
we could consider R2 utilities based on transformations of existing scalarization functions such as the linear or
Chebyshev scalarization function [57, 45, 54, 8, 13].

4 Optimization problem

Suppose that we have identified an R2 utility, which adequately reflects the decision makers preferences. We
will now consider solving the R2 utility optimization problem (7). As all R2 utilities are monotone and sub-
modular, this utility optimization problem turns out to be an instance of a cardinality-constrained submodular
optimization problem, which is known to be NP-hard in general [3, 50]. Nevertheless, we can typically solve
these problems approximately using greedy algorithms. These greedy approaches satisfy the well-known per-
formance guarantee by Nemhauser et al. [61]. In Section 4.1, we will review how these greedy strategies can be
used to approximately solve our utility optimization problem. We will then move on to Section 4.2, where we
will extend the analysis of these greedy strategies to the Bayesian optimization setting.

In order to prove some results later on, we will now assume for convenience that the R2 utility is non-negative
and bounded over the feasible space. Note that any R2 utility be made non-negative over the feasible space by
simply adding a large enough constant.

Assumption 4.1 (Non-negative and bounded) Consider an objective function f : X → R and an R2
utility U : B(RM )→ R. We assume that there exists a constant C > 0 such that 0 ≤ sθ(f(x)) ≤ C for all x ∈ X
and θ ∈ Θ.

4.1 Greedy algorithms

To approximately solve the R2 utility optimization problem (7), we will consider the use of greedy algorithms.
These algorithms start with an empty set of inputs X0 = {}, which is then incrementally augmented according
to some greedy heuristic: Xn = Xn−1 ∪ {xn} for n = 1, . . . , N , where xn ∈ X is the point that is greedily
selected at the n-th round. The final set XN is then suggested as a solution, where N is the budget of function
evaluations.

4.1.1 Standard greedy approach

In the traditional greedy strategy, we pick the input which achieves the largest utility improvement:

xn+1 = arg max
x∈X

(U(f(Xn ∪ {x}))− U(f(Xn))). (15)

This greedy method comes with the well-known performance guarantee by Nemhauser et al. [61], which we
summarize in Theorem 4.1. The main consequence of this guarantee is that after P rounds of the greedy
algorithm, the obtained utility is guaranteed to be at least (1 − e−1) times the best possible utility for this
problem. Moreover, if we are allowed to perform even more rounds, then this approximation becomes even
better. For instance, after γP rounds, the factor is equal to (1− e−γ), which becomes ever closer to one when
γ grows.
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Theorem 4.1 (Greedy guarantee) (Nemhauser et al. [61]) Consider an objective function f : RM → R and
an R2 utility U : B(RM )→ R, satisfying Assumption 4.1. Let {Xn}n≥1 be the greedily selected inputs, then for
all positive integers P and N :

U(f(XN )) ≥ (1− e−N/P ) max
X⊆X:|X|≤P

U(f(X)).

4.1.2 Approximate greedy approach

The R2 utility can only be evaluated exactly in simple settings such as the case where the set of scalarization
parameters is finite. In general, we rely on approximations of the R2 utility such as the one obtain via Monte
Carlo estimation:

ÛJ(Y ) =
1

J

J∑
j=1

max
y∈Y

sθj
(y), (16)

where θj ∼ p(θ) denotes the J independent samples of the scalarization parameter. Equipped with this estimate,
the approximate greedy strategy proceeds by maximizing the estimate of the utility improvement:

xn+1 = arg max
x∈X

(ÛJ(f(Xn ∪ {x}))− ÛJ(f(Xn))). (17)

Note that the estimate of the R2 utility (16) could be fixed throughout the duration of the optimization procedure
or be re-estimated at every iteration. In addition, we could also let the number of samples change over time as
well—for simplicity we only consider the static case where the number of samples is fixed throughout.

Random scalarization. When we re-estimate the utility at each time and use only one Monte Carlo sample,
J = 1, then we recover the random scalarization algorithm. This is a popular strategy that has been used
before in the topic of Bayesian optimization [48, 63, 96, 11] and bares some similarity with Thompson sampling
strategies [83, 73].

Approximate greedy guarantee. By a simple application of Hoeffding’s inequality, we can devise a similar
performance guarantee to the one above. The main difference is that we now have an additional additive penalty
term, which arises from the error that we incur from performing Monte Carlo estimation at every round. This
error naturally decreases as the number of Monte Carlo samples increases.

Proposition 4.1 (Approximate greedy guarantee) Consider an objective function f : X → RM and an
R2 utility U : B(RM ) → R, satisfying Assumption 4.1. Let {Xn}n≥1 denote the set of inputs identified by the
approximately greedy strategy using J > 0 Monte Carlo samples, then for any δ ∈ (0, 1) and any positive integers
P and N , the following inequality holds with probability 1− δ:

U(f(XN )) ≥ (1− e−N/P ) max
X⊆X,|X|≤P

U(f(X))− ε(δ, P,N, J),

where the error term is given by ε(δ, P,N, J) =
√

2
J log

(
4N
δ

)∑N
n=1 Cn−1

(
1− 1

P

)N−n
, with Cn :=

maxθ∈Θ(Sθ(f(X))−Sθ(f(Xn))) denoting the maximum scalarized regret at round n = 1, . . . , N−1 and C0 := C.

Number of samples. As expected, the error decreases to zero as we increase the number of Monte Carlo
samples: ε(δ, P,N, J) → 0 as J → ∞. Note that we can bound the error by an input-independent constant:
ε(δ, P,N, J) ≤ CP

√
2 log (4N/δ) /J . As a result, if we wanted to achieve a specific error of ε > 0 with probability

1− δ, then we could set the number of Monte Carlo samples to be J =
⌈
2C2P 2 log (4N/δ) /ε2

⌉
. This number is

arguably much larger than what is required in practice and could be easily improved by a careful application of
stronger concentration inequalities. Nevertheless, this result gives a useful indication on what factors effect the
performance guarantee. For instance, we see that the number of objectives M only enters into the calculation
via the upper bound C, which is determined by both the objective function and the R2 utility.

Noisy submodular optimization. The idea of solving a submodular optimization problem when there is
uncertainty in the function evaluations has been addressed before in the topic of submodular optimization under
noise. For example, Kempe et al. [47] considered an influence optimization problem in a social network, whilst
Singla et al. [79] considered some applications for crowdsourced image collection. The fact that we incur an
additive error in the performance bound is known to be a direct consequence of our uncertainty in the function
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Figure 4: A visual comparison of the approximate greedy strategy with different number of Monte Carlo samples on the hypersphere
example (Example 4.1).

evaluation. In our case, this error arises from our Monte Carlo estimate of the R2 utility, which can be easily
reduced at the expense of more computational power.

In the following paragraph, we will illustrate a simple example to see how well the approximate greedy strategy
performs when we vary the number of Monte Carlo samples and number of objectives.

Example 4.1 (Hypersphere) The hypersphere problem considers the problem of optimizing a function whose
feasible objective values is the M -dimensional hypersphere. For this problem, the Pareto front is just the surface
of the hypersphere lying in the non-negative orthant: Y∗ = SM−1

+ , which we defined in Section 3.1.2.

Suppose that our performance metric is the standard R2 utility (10) with the reference point set to υ =
(1, . . . , 1) ∈ RM . In Figure 4, we illustrate one run of the approximate greedy strategy for the two-objective
setting with different number of Monte Carlo samples. We plot the result in the scalarization parameter space.
To elaborate, at each time n, we pick a solution xn ∈ X according to the approximate greedy heuristic (17). This
solution is associated with a surface in the scalarization parameter space: {sChb

(υ,(w,1−w))(f(xn)) : w ∈ [0, 1]}. In
this simple example, the only scalarization parameter which varies is one-dimensional weight, θ = w, which lies
on the unit interval Θ = [0, 1]. Geometrically, we can interpret the utility of this solution, U({f(xn)}) ∈ R, as
the area underneath this curve. Moreover, we can interpret the utility of a collection of these solutions as the
area underneath the ‘envelope’ of these curves. In the figure, we coloured the gain in utility at each time based
on the iteration number n. We see clearly that the gain in utility is much larger at earlier rounds, which is
a direct consequence of the diminishing returns property. In addition, we see how the number of Monte Carlo
samples effects the points that are selected. Specifically, when the number of samples is small, then there is
a large variance in the points that are selected. This variance however decreases when the number of samples
increases.

In Figure 5, we illustrate the performance of the approximate greedy strategy when we vary the number of
objectives as well as the number of Monte Carlo samples. As expected from the diminishing return property,
we see that the improvement in utility drops quickly as the number of iterations increases. Moreover, we see a
small improvement in performance when we increase the number of Monte Carlo samples.

4.2 Bayesian optimization

In the previous section, we discussed how greedy strategies can be used to solve the utility optimization problem
(7). All of these strategies rely on solving a sequence of optimization problems that depend on exact evaluations
of the underlying vector-valued objective function. In this section, we extend these ideas to the black-box
optimization setting, where the function evaluations are assumed to be expensive and potentially subject to
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Figure 5: A performance comparison of the approximate greedy strategy when varying the number Monte Carlo samples and
number of objectives on the hypersphere example (Example 4.1). We have plotted the mean and two standard deviations of the log
utility regret, log(U(f(X)) − U(f(XN ))), obtained from 100 independent runs. In each experiment, we approximated the Pareto
front and the standard R2 utility using 105 points and samples, respectively.

noise. We will focus our study on the popular Bayesian optimization algorithm, which relies on the use of
surrogate models in order to decide which points to evaluate. We summarize the main steps of this optimization
procedure below and provide the pseudo-code in Algorithm 1—for a more in-depth overview consult the recent
review by Garnett [37].

Modelling. At time n, we have a data set of inputs and outputs, Dn = D0 ∪ {(xt,yt)}t=1,...,n. Given this
data set, the Bayesian optimization routine proceeds by building a probabilistic surrogate model of the objec-
tive function. At a high level, this model can be constructed by adopting either a Bayesian perspective or a
frequentist perspective.

(i) In the Bayesian paradigm, we assume a prior distribution on the objective function p(f |D0) and a likeli-
hood p(y|x, f) on the observations. Then by standard conditioning we can obtain a posterior distribution
over the function: p(f |Dn) ∝ p(f |D0)

∏n
t=1 p(yt|xt, f).

(i) In the frequentist paradigm, we directly construct an estimate of the function f̂ : X→ RM . This is often
done by minimizing some empirical loss function which depends on the observed data points.

To keep the discussion general, we denote the probabilistic surrogate model, at time n, under both settings, by
p(f̂ |Dn). In the Bayesian setting, this can be interpreted as posterior distribution of the model at time n, whilst
in the frequentist setting, this can be interpreted as a point mass on our function estimate at time n.

Acquisition. Equipped with a surrogate model, the Bayesian optimization procedure then proceeds to select
a new input to query by maximizing some acquisition function α : X→ R,

xn+1 = arg max
x∈X

α(x|Dn).

This acquisition function is designed to strike a balance between exploring new parts of input space and exploit-
ing the regions of the input space that are known to perform well. In multi-objective Bayesian optimization,
practitioners often rely on use of scalarization functions or utility functions in order to navigate this trade-off.
In this work, we show how it is possible to unify these existing approaches by considering a general class of
acquisition functions based on the R2 utility.
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Algorithm 1

Function BayesianOptimization(D0, N , p(f̂ |D0), α):
// Initial data set D0.

// Number of function evaluations N .

// Initial model p(f̂ |D0).

// The acquisition function α : X → R.

for n = 0, . . . , N − 1 do
Acquire the new input: xn+1 = arg maxx∈X α(x|Dn).
Evaluate the input: yn+1 ≈ f(xn+1).
Update the data set Dn+1 = Dn ∪ {(xn+1,yn+1)}.
Update the model: p(f̂ |Dn+1).

end

return The final data set DN .

4.2.1 Adjusted expected utility improvement

We introduce a general family of greedy acquisition functions called the adjusted expected utility improvement
(AEUI). An acquisition function will belong in this family if it can be written in the form:

αAEUI(x|Dn) = αEUI(x|Dn) +Aδ(x|Dn), (18)

where αEUI : X→ R denotes the expected utility improvement (EUI) acquisition function,

αEUI(x|Dn) = Ep(f̂ |Dn)

[
U(f̂(Xn ∪ {x}))− U(f̂(Xn))

]
, (19)

and Aδ : X → R≥0 denotes the adjustment function, which is a non-negative function that depends on some
parameter δ ∈ (0, 1).

Expected utility improvement. The EUI acquisition function, can be interpreted as the natural counterpart
to the standard greedy heuristic in (15). Instead of computing the greatest utility improvement with respect to
the true objective function, we compute the greatest expected utility improvement with respect to the surrogate
model. Notably, this family of acquisition functions has appeared numerous times before in the literature—see
the recent review by Zhan and Xing [94].

Adjustment function. Aδ can be interpreted as a function that accounts for the error from estimating
the objective function using the surrogate model. Specifically, we will assume that the adjustment function is
an upper bound to the absolute error between the expected utility and the actual utility—we formalize this
statement below in Assumption 4.2.

Assumption 4.2 (Utility estimate concentration) Consider an objective function f : X → RM , an R2

utility U : B(RM ) → R, a surrogate model p(f̂ |Dn) and a family of adjustment functions {Aδ : X → R≥0 : δ ∈
(0, 1)}. For any δ ∈ (0, 1), we assume that the following inequality holds with probability 1− δ:∣∣∣U(f(Xn ∪ {x}))− Ep(f̂ |Dn)[U(f̂(Xn ∪ {x}))]

∣∣∣ ≤ Aδ(x|Dn), (20)

for all inputs x ∈ X.

Remark 4.1 Note that the family of EUI acquisition functions is a subset of the family of AEUI acquisition
functions. In particular, to recover the EUI acquisition policy, we can just set the adjustment function to be any
constant function that satisfies Assumption 4.2.

Remark 4.2 (Batch optimization) All of the results that we develop in this section can easily be extended
to the batch optimization setting, where we pick multiple points at a time instead of just one. Specifically, for
the batch setting, we would consider the batch AEUI acquisition function:

αAEUI(X|Dn) = Ep(f̂ |Dn)

[
U(f̂(Xn ∪X))− U(f̂(Xn))

]
+Aδ(X|Dn),

where X ∈ Xq is a batch of q > 0 inputs and Aδ(X|Dn) is the adjustment term that satisfies the batch analogue of
the concentration inequality described in Assumption 4.2. For ease of exposition, we have intentionally focussed
our discussion on only the sequential setting.
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4.2.2 Computing the acquisition function

To compute the AEUI acquisition function, we need to be able to evaluate both the EUI acquisition function
and the adjustment function.

Estimating the expected utility improvement. In general, the EUI acquisition function is not a tractable
quantity because we might not be able to evaluate the utility exactly or be able to compute the expectation over
the surrogate model. Nevertheless, if we can generate samples of the scalarization parameters and surrogate
model, then we can compute the following Monte Carlo estimate:

α̂EUI(x|Dn) =
1

H

H∑
h=1

ÛJ(f̂h(Xn ∪ {x}))− ÛJ(f̂h(Xn)), (21)

where f̂h(·) ∼ p(f̂ |Dn) denotes the independent samples from the model, whilst ÛJ denotes Monte Carlo
estimate of the utility, described earlier in (16). In order to develop the performance bound in the next section,
we will assume that the estimates for the utility based on the surrogate model are non-negative and bounded
by the same constant, C > 0, which bounds the actual utility values in Assumption 4.1.

Assumption 4.3 (Non-negative and bounded utility estimates) Consider an R2 utility and a surrogate

model p(f̂ |Dn). We will assume that there exists a constant C > 0 such that 0 ≤ sθ(f̂(x)) ≤ C for all x ∈ X
and θ ∈ Θ, almost surely over all possible model samples f̂(·) ∼ p(f̂ |Dn).

Remark 4.3 (Sampling points instead of paths) Sampling the whole path, f̂h(·) ∼ p(f̂ |Dn), is expensive
and unnecessary in practice. We can simplify the estimate of the EUI acquisition function by marginalizing out
the dependency on the points that are not considered in the integral. As a result, we only need to sample the
function at the considered locations, f̂h(Xn ∪ {x}) ∼ p(f̂(Xn ∪ {x})|Dn), which is considerably cheaper.

Computing the adjustment function. The adjustment term quantifies the error in estimating the utility
of the objective function. If we are just interested in employing the EUI acquisition function, then we do not
have to compute this quantity because it would only contribute an input-independent constant (Remark 4.1).
On the other hand, if we wanted to establish an input-dependent adjustment term, then we would need to
make some additional assumptions on both the utility function and model. For example, if we assumed that the
scalarization functions are Lipschitz in the L2-norm, then we can set the adjustment function to be proportional
to any upper bound of the expected L2-error. To see this, suppose there exists a constant L > 0 such that
|sθ(y) − sθ(y′)| ≤ L||y − y′||L2 for any θ ∈ Θ and y,y′ ∈ RM , then by the triangle inequality we obtain the
following inequality,∣∣∣U(f(X))− Ep(f̂ |Dn)[U(f̂(X))]

∣∣∣ ≤ LEp(f̂ |Dn)

[
max
x′∈X

||f(x′)− f̂(x′)||L2

]
,

which holds for any set of inputs X ⊆ X. Therefore, if we can bound the expected L2-error of the function
estimate at X = Xn ∪ {x}, then we have a candidate for the adjustment function. For instance, if we adopt a
standard Gaussian process [70] regression set-up, similar to the one described by Chowdhury and Gopalan [11],
then we can set the adjustment function to be:

Aδ(x|Dn) = aδ + bδtrace(Σn(x,x))1/2, (22)

where Σn denotes the covariance matrix of the Gaussian process model at time n, whilst the variables aδ, bδ
are just some model-dependent constants which are independent of the input.

4.2.3 Theoretical guarantee

We will now extend the greedy performance guarantees described before in Section 4.1 for the Bayesian opti-
mization setting. Specifically, our main result in Proposition 4.2, gives a performance bound for the general
family of approximate AEUI acquisition functions:

α̂AEUI(x|Dn) = α̂EUI(x|Dn) +Aδ(x|Dn), (23)

where α̂EUI : X→ R is the approximate EUI acquisition function in (21). The proof of this result is presented
in Appendix A.8.

Proposition 4.2 (Approximate AEUI guarantee) Consider an objective function f : RM → R and an R2
utility U : B(RM ) → R such that Assumptions 4.1 to 4.3 holds. Let {Xn}n≥1 be the inputs selected using the
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corresponding approximate AEUI acquisition function, then for any δ ∈ (0, 1) and any positive integers P and
N , the following inequality holds with probability 1− δ:

U(f(XN )) ≥ (1− e−N/P ) max
X⊆X,|X|≤P

U(f(X))−
2∑
i=1

εi(δ, P,N, J,H), (24)

where the error is a sum of the Monte Carlo error and the model error,

ε1(δ, P,N, J,H) =

√
2

min(J,H)
log

(
12N

δ

) N∑
n=1

Cn−1

(
1− 1

P

)N−n
,

ε2(δ, P,N, J,H) = 2

N∑
n=1

Aδ/(6N)(xn|Dn−1)e−(N−n)/P ,

respectively, where Cn := maxθ∈Θ Ep(f̂ |Dn)[Sθ(f̂(X))−Sθ(f̂(Xn))] denotes the expected maximal scalarized regret
for n = 1, . . . , N − 1 and C0 := C.

Monte Carlo error. As reflected in the performance bound, we incur an additive error from estimating the
EUI acquisition function using Monte Carlo. This error naturally decreases when we increase the number of
samples. In particular, if we can compute the utility exactly, then this is the equivalent to setting J = ∞.
Similarly, if we can compute the expectation exactly, then this is the same as setting H = ∞. Notably, if we
can compute both the utility and expectation exactly, then this error term becomes zero: ε1(δ, P,N, J,H) = 0.
In this case, the resulting performance bound would reflect the one obtained by employing the exact AEUI
acquisition function, described in eq. (18).

Model error. The second error term in the performance bound, reflects the error incurred from approximating
the objective function using the surrogate model at every round. Note that the errors from the earlier rounds
n are down-weighted exponentially. Therefore, if the model becomes more representative of the true objective
function, as we get more data, then this error tends towards zero: ε2(δ, P,N, J,H)→ 0 as N →∞. This result
is expected because there should be no downside for using the surrogate model when it adequately describes
the underlying objective function.

Example 4.2 (Toy problem) In Figure 6, we illustrate the approximate EUI acquisition function (21) on a
simple toy problem with two-objectives defined on the unit interval X = [0, 1]. We consider the hypervolume
indicator (11) as the utility and assume a Gaussian process prior on the function with a Gaussian observa-
tion likelihood. On the left, we present the mean and 99% credible interval of the Gaussian process posteriors.
Whilst on the right, we present the contours of the expected scalarized improvement over both the input space
and scalarization parameter space. The black dotted line highlights the best solution according the EUI acquisi-
tion function, whilst the green dots highlights the maximizers for the expected scalarized improvement for each
scalarization parameter.

In Figure 7, we visualize the approximate EUI acquisition function over many different samples. We see that
the maximizer of the approximation slowly converges to the maximizer of the exact acquisition function when
the number of samples increases.

4.2.4 Special cases

The family of AEUI acquisition functions (18) contains many existing multi-objective acquisition functions as
special cases. In the following paragraphs, we will briefly review these different variants. Loosely speaking,
the main differences between these approaches come from the choice of R2 utility, the number of Monte Carlo
samples and the surrogate model.

Expected improvement. The EUI acquisition function (19) can be interpreted as the multi-objective gener-
alization of the traditional expected improvement criterion [59, 46]. Many researchers have considered using this
acquisition function before for some specific choices of utility functions [94, Section 4]. For example, researchers
have considered using the standard R2 utility [26], hypervolume indicator [32] and IGD indicator [1]—all of
which are special cases of the R2 utilities (Section 3.1). Following the example of Deutz et al. [26] and Astudillo
et al. [1], we focussed our attention on the general setting, where the utility is taken to be any arbitrary R2
utility. As illustrated in both of these works, the EUI acquisition function3 can be efficiently estimated using

3In these works, the EUI acquisition function with the R2 utility was referred to as the expected R2 improvement (ER2I) [26]
and the expected improvement under utility uncertainty (EI-UU) [1], respectively.
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Figure 6: A visualization of the EUI acquisition function on a toy problem.

Monte Carlo samples. Complementary to these works, we proved a general performance bound for this strategy
in Proposition 4.2, which is to the best of our knowledge a new result. This finding is however unsurprising but
it gives some justification for why these methods have been so successful in practice.

Thompson sampling. The multi-objective generalization of the Thompson sampling [83] strategy can be
recovered by only using a single model sample, H = 1, in the approximate EUI acquisition function (21). This
strategy has been proposed before for some specific utility functions. For instance, the TSEMO algorithm [9]
considered the case where we used the hypervolume indicator as the utility function.

Upper confidence bound. We obtain a multi-objective generalization of the upper confidence bound (UCB)

[81] strategy when we use a single function estimate, f̂ : X→ R, as our surrogate model. Ideally, this function
estimate should be an upper bound for the true objective function. For instance, in standard Gaussian process

regression, the function estimate could take the form: f̂ (m)(x) = µ
(m)
n (x)+β(Σ

(m)
n (x,x))1/2, where µ

(m)
n : X→ R

is the mean function and Σ
(m)
n : X × X → R is the covariance function at time n for objectives m = 1, . . . ,M ,

whilst β ≥ 0 is a trade-off parameter that controls the width of the bound. One example of this variant being
used in practice is the SMS-EGO algorithm [69], which considered the case where we used the hypervolume
indicator as the utility function.

Random scalarization. We recover the random scalarization strategy when we only use a single sample,
J = 1, to the estimate the utility in the approximate EUI acquisition function (21). One of the earliest examples
of this approach being used is the popular ParEGO algorithm [48], which considered the specific setting where
the utility was the augmented variant of the standard R2 utility (10). Since then, many other researchers have
proposed different variations of this strategy. For example, Paria et al. [63] proposed the Thompson sampling
and UCB variant of this strategy when the surrogate model is a Gaussian process. They showed that both
of these approaches satisfied some Bayesian regret bounds when we additionally assume that the family of
scalarizations functions are both monotonic and Lipschitz. Afterwards, Zhang and Golovin [96], specialized
these results for the hypervolume indicator. Complementary to these works, Chowdhury and Gopalan [11]
proved some frequentist regret bounds for the UCB variant of the random scalarization strategy based on the
approximate AEUI acquisition function (23).

Other acquisition functions. There exists several other types of acquisition functions for multi-objective
Bayesian optimizations such as: information-theoretic acquisition functions [38, 5, 85], game-theoretic acqui-
sition functions [68, 8], uncertainty-based acquisition functions [67, 104] and many others [49, 56]. These
acquisition functions are not necessarily an instance of the AEUI acquisition function, but they have been
shown to be an effective strategy to solve the R2 utility optimization problem (7) in some cases as illustrated
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Figure 8: A visualization of the vectors obtained after one run of the approximate EUI approach with different choices of R2
utility on the DTLZ2 benchmark with D = 8 and M = 2. We set J = 256 and H = 128 for the EUI estimate in (21).

in the aforementioned references. Having said that, in this paper we present an approach which uses the same
utility function for both the optimization procedure and the performance assessment as this leads to more inter-
pretable results and clearer conclusions. Nevertheless there are merits for using the other acquisition functions
instead.

5 Experiments

We will now present some case studies to assess the effectiveness of the Bayesian optimization strategies described
in Section 4.2 and the corresponding performance bound in Proposition 4.2. For convenience, we will consider
a standard Bayesian optimization set-up, where our surrogate model is a Gaussian process which is obtained
by placing a Gaussian process prior on the objective function and a Gaussian likelihood on the observations.
We have implemented all of the algorithms using the Python library BoTorch [4]. For all of the experiments,
we initialized the data set by evaluating the function on 2(D + 1) inputs which were obtained from uniformly
sampling over the input space. For all of the performance plots, we have displayed the mean and two standard
deviation of the log utility regret obtained from 100 independent runs. The code that was used to run the
experiments is available in our Github repository: https://github.com/benmltu/scalarize.

5.1 Different utilities

The performance of the EUI acquisition function is heavily dependent on the choice of performance metric.
To illustrate this, we consider optimizing the bi-objective DTLZ2 benchmark [22] using the four different R2
utilities outlined in Section 3.1. Specifically, we use the standard R2 utility and hypervolume indicator in order
to assess the whole Pareto front. Whereas the IGD+ and D1 indicator are used to assess the upper and lower
part of the Pareto front, respectively. We compare all of these greedy approaches with the random search
baseline: Sobol.

In Figure 8, we present a visualization of the objective vectors obtained after one run of Bayesian optimization
using the approximate EUI acquisition functions on the DTLZ2 benchmark. We see clearly that the choice of
utility function influences the points that are selected. If we use a performance metric which assesses the whole
Pareto front, then we end up querying points that try to cover the whole Pareto front. In contrast, if we use a
performance metric which targets a particular region of the Pareto front, then we end up with more evaluations
in this region.

In Figure 9, we plot the performance of these acquisition functions over the different performance metrics. On
the whole, we see that the performance of the EUI acquisition function is either the best or close to it on the
performance metric that it was designed on. This pattern continues even after we increase the dimensionality of
the input space. Interestingly, there were some cases in which we get better performance on one utility by using
a different utility in the acquisition function. For example, we noticed that the EUI-R2 approach performed
slightly better than the EUI-HV in terms of the hypervolume. Visually, the EUI-R2 approach manages to
identify many more central points than the EUI-HV approach. This result is likely a consequence of the
geometry of the Pareto front and the choice of reference points. In particular, after normalizing the objectives
to lie in the unit hypercube, the standard R2 utility was defined as an average weighted distance to the reference
point υ = (1.1, 1.1), whereas the hypervolume indicator was defined as an average weighted distance away from
the reference point η = (−0.1,−0.1). For this problem, the Pareto front is concave, which resulted in superior
performance for the former approach because it placed more emphasis on the central points, whereas the latter
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approach placed more emphasis on the corners and therefore had less coverage.

For some additional intuition on the effect of changing the utility, we have included some additional examples
in Appendix B which study the case where the Pareto front is three-dimensional.

5.2 Different configurations

The performance bound in (24) indicates that the quality of the approximate EUI acquisition function is
dependent on the number of Monte Carlo samples and the quality of the model. To test this out, we analysed
the empirical performance of this method on four different benchmark problems, which have input dimensions
D ∈ {4, 5, 6, 7} and output dimensions M ∈ {3, 4}. We used the implementation of these problems provided in
the following references [82, 17].

• Rocket injector. The rocket injector problem [87] considers optimizing the performance and efficiency
of a component used in a rocket. The objective function is defined over a D = 4 dimensional space and
consists of M = 3 objectives.

• Vehicle safety. The vehicle design problem [93] considers optimizing some variables relating to the safety
of a vehicle. This objective function is defined over a D = 5 dimensional space and consists of M = 3
objectives.

• Bulk carrier. The bulk carrier design problem [66] considers optimizing some variables relating to the
design specifications of a bulk carrier. This objective function is defined over a D = 6 dimensional space
and consists of M = 4 objectives.

• Car side impact. The car side-impact problem [20] considers optimizing the performance of a car subject
to some safety regulations. This objective function is defined over a D = 7 dimensional space and consists
of M = 4 objectives.

In Figure 10, we plot the performance of the approximate EUI acquisition function when we vary the number of
scalarization parameter samples. The label “J = ∞”, denotes the setting where we compute the hypervolume
indicator exactly [17]. On the whole, we see that the performance does indeed improve when we increase the
number of samples. This improvement is however quite small, which indicates that the variance of the Monte
Carlo error are rather minor for these problems.

In Figure 11, we plot the performance of the approximate EUI acquisition function when we vary the number
of model samples. We see that the difference in performance is very minor in most problems. There does
not appear to be much computational benefit from increasing the number of model samples. In many cases,
the Thompson sampling approach, where we just use one sample, performs just as well as the more expensive
approaches.

In Figure 12, we plot the performance of the approximate EUI acquisition function when we vary the standard
deviation of the additive Gaussian noise which we add to the function evaluations. As expected, the performance
degrades when we incorporate more noise into the data. Surprisingly, there are some instances where adding a
small bit of noise actually improved the performance very slightly over the zero noise setting. This is perhaps
a consequence of some additional exploration that takes place when the observations are a bit noisy.

5.3 Mixed approaches

The EUI acquisition function can work well when the surrogate model is a good representation of the underlying
objective. On other hand, there are some cases where the EUI acquisition function can be overly greedy in its
evaluations and end up getting stuck in a suboptimal region. To illustrate this, consider the Gaussian mixture
model (GMM) problem [18], where each objective is a mixture of Gaussian probability densities. This problem
is tricky because the objective function has multiple modes which could potentially mislead the EUI acquisition
function. We can see an instance of this happening in the second column of Figure 13. Specifically, we see that
the EUI strategy manages to quickly locate one of the suboptimal modes and then only query points near this
region for the remaining iterations.

One strategy to overcome the over-exploitative behaviour of the EUI approach is by including a non-constant
adjustment term into the acquisition function in order to encourage additional exploration. In the third column
of Figure 13, we illustrate the performance of this AEUI strategy when we use the adjustment term in (22)
with bδ = 1/M . Unlike the EUI approach, we do not get stuck in one of the modes. On the contrary, we end
up mimicking a space-filling design, where most of the function evaluations are spent on exploration in order
to improve the model, whereas only a few evaluations are actually spent on exploiting the model. In order to
strike a better balance between exploration and exploitation, we propose using a novel mixed approach where
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Figure 9: A performance comparison of the approximate EUI approach with different choices of R2 utility when applied on the
DTLZ2 problem. In each row, we consider a different R2 utility, whereas in each column we consider a different number of inputs.
For the EUI estimate (21), we set J = 256 and H = 128.
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Figure 10: A performance comparison of the approximate EUI approach when we vary the number of samples used to estimate
the utility. The utility function is set to the hypervolume indicator, whilst the number of model samples is set to H = 128.
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Figure 11: A performance comparison of the approximate EUI approach when we vary the number of samples used to estimate the
expectation over the model. The utility function is set to the hypervolume indicator, whilst the number of scalarization parameter
samples is set to J = 256.
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Figure 12: A performance comparison of the approximate EUI approach when we vary the standard deviation of the additive
Gaussian noise. The standard deviation is set at a percentage of the objective ranges. The utility function is set to hypervolume
indicator, whilst the number of Monte Carlo samples is set to J = 256 and H = 128.
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Figure 13: A visualization of the points obtained after one run of the different algorithms applied on the bi-objective GMM
problem with D = 2. For the mixed approaches, we set p = 0.3.
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Figure 14: A performance comparison of the threshold approach (top row) and randomized-greedy approach (bottom row) for
different values of p ∈ [0, 1] on the GMM problem with different number of objectives. The utility function was set to the
hypervolume indicator.

we alternate between an explorative evaluation and an exploitative one. In particular, we consider the mixed
acquisition function:

αEUI−λn(x|Dn) = αEUI(x|Dn) + λnAδ(x|Dn),

where λn ≥ 0 is a time-dependent variable. For example, we could use the threshold approach, where we set the
schedule deterministically: λn = 1[n ≤ pN ] for some p ∈ [0, 1]. Alternatively, we could use a randomized-greedy4

strategy, where we set the schedule randomly by sampling from a Bernoulli distribution: λn ∼ Bernoulli(p) for
some p ∈ [0, 1]. As we can see in the final two columns of Figure 13, the mixed approach manages to get the
best of both worlds by spending some evaluations to improve the model and the other evaluations to exploit
what we have learnt.

Remark 5.1 (Mixed performance guarantee) Note that the performance bound for the mixed approach is
just convex combination of the original bounds in eq. (24). In particular, the Monte Carlo error would remain
the same, whereas the model error would be a convex combination of the EUI model error and the AEUI model
error: ε2 = (1− p)εEUI

2 + pεAEUI
2 .

In Figure 14, we present the performance plots of the mixed approaches on the GMM problem when we vary the
number of objectives. We plot the logarithm of the hypervolume regret over many possible choices of p ∈ [0, 1].
Overall, we see that the performance of the mixed approach improves with the parameter p up to a specific
point before it begins to deteriorate again. This result perhaps gives some indication that there is an ‘optimal’
choice of p, which likely depends on the utility, the surrogate model and the unknown objective function. In
practice, we believe that this parameter should be set by the decision maker based on their confidence in the
surrogate model. Specifically, a practitioner can use this parameter to modulate how many evaluations should
be spent on exploration in order to improve the model and how many should be spent on exploitation in order
to improve the utility.

6 Summary and future work

In this work, we presented a unified view of multi-objective optimization. We described the two main philoso-
phies that are used to solve this problem and then showed how they can be unified via the R2 utility function.
We then discussed the practical problem of actually solving this set optimization problem (7) once we have iden-
tified a suitable R2 utility. We focussed our discussion on the use of greedy algorithms because they come with

4The randomized-greedy approach bares some similarity with the ε-greedy approach which has been proposed before for the
single-objective expected improvement [19]. In the ε-greedy approach, we sample uniformly from the input space with probability
ε ∈ [0, 1] as opposed to optimizing a different acquisition function.
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theoretical performance guarantees. We extended this analysis to the popular Bayesian optimization setting,
where the objective function is modelled using a surrogate model. The analysis we provide supports a large
variety of Bayesian optimization strategies, which have been proposed over the past decade. To support our
theoretical results, we conducted some numerical experiments to demonstrate the effectiveness of these methods
in practice. During our exposition, we also showcased some new variations of the greedy algorithms, which
arises naturally from our general framework. Overall, our work has tried to consolidate many different ideas in
multi-objective optimization into one common framework. Below we discuss how some of these ideas could be
used as a basis for future work.

6.1 Preference elicitation

Practitioners often resort to the use of off-the-shelf performance metrics in order to assess the quality of a
Pareto front approximation. As described in Section 3.2, this is counter-productive in the setting where a
decision maker has preferences which are not adequately encoded into these performance metrics. The R2
utility offers a potential solution to this problem. By carefully choosing the family of scalarization function and
parameter distributions, we can describe very complex preferences in the objective space. A useful direction
for future work would focus on giving some practical guidance for setting the R2 utility in many commonly
occurring situations. Alternatively, one might consider designing new adaptive strategies, which try to learn
the utility directly from user-interactions—this line of inquiry is related to the topic of preference learning.
For example, the existing work by Zintgraf et al. [100] and Lin et al. [53] considered the special case where
the decision maker’s preferences is described completely by a single scalarization function. They then proceed
to learn this scalarization function using different types of preference information. Notably, both of these
works were largely inspired by the Bayesian preference learning strategy by Chu and Ghahramani [12]. In this
approach, a Gaussian process prior is placed on the scalarization function and a likelihood is placed on the
preference data. The scalarization function is then updated using a Bayesian posterior update whenever more
preference information is presented. For instance, Lin et al. [53] studied the setting where the preference data
came in the form of pairwise comparisons which were modelled using a probit likelihood, whereas Zintgraf et
al. [100] considered other preferences as well such as ranking and clustering preferences which were modelled
accordingly.

6.2 Constrained optimization

Real-world problems typically contain constraints which must also be taken into account. In this work, we have
largely overlooked this element of the problem and have implicitly absorbed any notion of a constraint into the
definition of the input space X ⊂ RD. Naturally, many of the general ideas and results that we have discussed
here remains the same when we include constraints into the different scalar-valued optimization problems such
as in (2) and (7). Nevertheless, there are also many practical considerations that have to be considered when we
actually want to solve these constrained problems in practice. For instance, if we wanted to employ one of the
greedy strategies described in Section 4, then we would need to be able to optimize over this constrained space.
This could perhaps be accomplished using a penalty-based optimization strategy, although there are clearly
many other possibilities as well [62]. These extensions are in general non-trivial and requires some additional
thought. For example, with a penalization strategy one has to decide what penalization to use and where to
incorporate it into the problem. Should we include it at the level of the objective function or at the level of
the scalarization or utility function. All of these choices lead to different algorithms and issues which would be
interesting to study in its own right.

6.3 Robustness

In real-world problems, the objective function is subject to many sources of uncertainty. A natural framework
to study these types of problems is robust optimization [6]. Some effort has been spent over the last few decades
developing these robustness concepts for the multi-objective setting. Many of these extensions rely on the use
of scalarization functions [29, 42, 35, 18]. An interesting concept for future work would be to somehow unify
many of these ideas into a common framework such as the one we presented in Section 3 for the standard
setting.

6.4 Partially ordered optimization

In this work, we focussed our attention on the multi-objective optimization problem defined using the Pareto
partial ordering. Many of the results that we presented here can also be extended to a more general setting,
where the objective function f : X→ S, takes values in some partially ordered space S. Specifically, we can follow
the same recipe and reformulate this optimization problem by appealing to the use of scalarization functions
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s : S→ R, or utility functions U : B(S)→ R. The R2 utility can also be formulated and optimized in the same
way as before. An interesting direction for future work could be focussed on investigating specific instances of
this generalization. For example, some researchers have previously attempted to incorporate user preferences
(Section 6.1) by directly defining some preference-based partial orderings [27, 65]. Similarly, we can also treat
the constrained (Section 6.2) and robust (Section 6.3) optimization problem as instances of this generalization,
where we appeal to the constrained [36, 21] and robust [42, 43] Pareto domination rules instead.

6.5 Decoupled evaluations

We assumed throughout this work that we always make full evaluations of the objective function. In some
settings, we can choose to evaluate the objective function on only a subset of the objectives [39]. This might
be advantageous when certain objectives are more expensive to evaluate than others. On the whole, it is not
immediately clear how we can extend the formulation of the R2 utility in order to handle this decoupled set-
up. The main difficulty lies in the fact that we have to assess the quality of a collection of partially observed
objectives, which are not immediately comparable under the Pareto partial ordering. This decoupled framework
is also related to optimization problems for missing data [7]. An interesting line of inquiry would be focussed
on formalizing this problem more concretely and then developing suitable algorithms to solve it.

6.6 Multi-objective decision making

Many of the ideas that we described here can also be exploited in other areas of research concerned with multi-
objective decision making problems. Following Trivedi et al. [84], we can broadly categorize multi-objective
algorithms into three categories.

1. Domination-based. These algorithms adopt the standard multi-objective optimization perspective,
where we solve the problem using only the sorting routines based on the Pareto partial ordering.

2. Decomposition-based. These algorithms adopt the scalarization perspective of multi-objective op-
timization (Section 2.1), which considers jointly solving a collection of single-objective problems using
scalarization functions.

3. Indicator-based. These algorithms adopt the utility perspective of multi-objective optimization (Sec-
tion 2.2), which rely on the use of utility functions in order to determine which sets of vectors are the
most desirable.

In Section 3, we demonstrated how all three categories are linked via the R2 utility (8). A consequence of this
connection is that many indicator-based algorithms can potentially be converted into a decomposition-based
algorithm via a suitably chosen distribution of scalarization functions and vice versa. For example, we can
exploit this connection in the development of new multi-objective evolutionary algorithms [97, 52, 98], multi-
objective reinforcement learning algorithms [72, 89, 88, 99] and multi-objective gradient-based optimization
algorithms (Section 6.7).

6.7 Gradient-based optimization

The traditional goal of multi-objective gradient-based optimization is to target a finite collection of Pareto
stationary points [51]. This is typically accomplished by appealing to the scalarization methodology, in which
scalarized optimization problems (2) are defined and consequently solved using standard gradient-based meth-
ods. There also exist many adaptive variants of these algorithms in which the scalarization parameters do not
have to be specified a priori, but can be updated in an online manner [34, 75, 33, 30, 25, 77, 55]. Notably,
much less work has been focussed on solving the utility optimization problem (7) with gradient-based methods
[31, 80, 91, 23]. The key challenge with this latter problem is that the (sub-)gradients5 of a Pareto compliant
utility function is zero at any input which is Pareto dominated. With regards to the R2 utility (8), this can
happen when an input does not lead to a maximal scalarized value for any scalarization parameter. This issue is
clearly problematic in a gradient-based algorithm because whenever an input becomes sub-optimal, with respect
to the current set, then it would no longer be updated. Many authors have suggested including some additional
dynamics to tackle this issue [91, 23]. These methods have however not been studied theoretically and their
relationship with existing scalarization-based algorithms is unclear. In particular, we anticipate that there are
many useful ideas from the existing scalarization-based algorithms that can be exploited in order to solve the
utility optimization problem in a more efficient and theoretically justifiable way.

5The gradient of a utility function is not necessarily well-defined in practice. For example, in the R2 utility (8) we would need
to differentiate a maximum of some scalarized functions. To address this problem it is common to appeal to a more relaxed notion
of a gradient [64].
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A Proof of results

A.1 Proof of Proposition 2.1

These two results follow from a simple proof by contradiction. Let s : RM → R denote a scalarization function,
which is strictly monotonically increasing over the feasible objective space. Suppose that there exists a solution
x∗ ∈ X∗s which is not strictly Pareto optimal. Then there exists an input x ∈ X such that f(x) � f(x∗). By
strict monotonicity, we have s(f(x)) > s(f(x∗)), which contradicts the optimality of x∗.

Similarly for the other result, let s : RM → R denote a scalarization function, which is strongly monotonically
increasing over the feasible objective space. Suppose that there exists a solution x∗ ∈ X∗s which is not weakly
Pareto optimal. Then there exists an input x ∈ X such that f(x) �� f(x∗). By strong monotonicity, we have
s(f(x)) > s(f(x∗)), which contradicts the optimality of x∗.

�

A.2 Proof of Proposition 3.1

In the following paragraph, we will prove that the set function Sθ satisfies the monotone and diminishing
returns property for all scalarization parameters θ ∈ Θ. Once we have this result, we can conclude that any R2
utility, which is defined using these scalarization functions, also satisfies these properties because inequalities
are preserved when we compute the expectation with respect to a non-negative density p(θ) ≥ 0.

Consider any finite set of vectors A,B ∈ B(RM ) with A ⊆ B and any vector c ∈ RM . Then clearly the set
function Sθ is monotonic because Sθ(A) ≤ Sθ(B) for all θ ∈ Θ. We will now show that Sθ also satisfies the
diminishing returns property. If the maximum values are the same, Sθ(A) = Sθ(B), then the diminishing
returns property is trivially satisfied. If the maximum values are different, Sθ(A) < Sθ(B), then there are two
settings to consider. In the first case, we have Sθ(B) ≥ Sθ({c}), which implies: Sθ(A ∪ {c}) − Sθ(A) ≥ 0 =
Sθ(B ∪ {c})− Sθ(B). Whilst in the second case, we have Sθ(B) < Sθ({c}), which implies:

Sθ(A ∪ {c})− Sθ(A) = Sθ({c})− Sθ(A)

≥ Sθ({c})− Sθ(B) = Sθ(B ∪ {c})− Sθ(B).

�

A.3 Proof of Proposition 3.3

The proof of this result is presented in the following references: [78, Section 3.2], [24, Section 2] and [96, Lemma
5].

�

A.4 Proof of Proposition 3.4

This result can be derived by simply expanding the definition of the IGD indicator (13):

(IIGDp,q
(Y,Υ))q =

1

|Υ|
∑
υ∈Υ

(
min
y∈Y
||υ − y||Lp

)q
=

1

|Υ|
∑
υ∈Υ

min
y∈Y
||υ − y||qLp

= − 1

|Υ|
∑
υ∈Υ

max
y∈Y

(−||υ − y||qLp)

= − 1

|Υ|
∑
υ∈Υ

max
y∈Y

s
IGDp,q
υ (y),

for any p, q ≥ 1 and Y,Υ ∈ B(RM ).

�
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A.5 Proof of Proposition 3.5

This result can be derived by simply expanding the definition of the D1 indicator (14):

ID1(Y,Υ,w) =
1

|Υ|
∑
υ∈Υ

min
y∈Y

(
max

m=1,...,M
w(m)(υ(m) − y(m))

)
= − 1

|Υ|
∑
υ∈Υ

max
y∈Y

(
− max
m=1,...,M

w(m)(υ(m) − y(m))

)
= − 1

|Υ|
∑
υ∈Υ

max
y∈Y

sChb
(υ,w)(y),

for any Y,Υ ∈ B(RM ) and w ∈ ∆M−1
+ .

�

A.6 Proof of Proposition 3.2

Consider any finite set of vectors A,B ∈ B(RM ) with A � B. As the scalarization function sθ is monotonically
increasing for all scalarization parameters, this implies Sθ(A) ≥ Sθ(B) for all θ ∈ Θ. By computing the
expectation with respect to the distribution p(θ) ≥ 0, we obtain the final result: U(A) ≥ U(B).

�

A.7 Proof of Theorem 4.1

The proof of this result is identical to the one described by Krause and Golovin [50, Theorem 1.5].

�

A.8 Performance bounds

The proof of the other performance bounds follows a similar pattern with the proof of the original greedy
guarantee described by Krause and Golovin [50, Theorem 1.5]. To establish these probabilistic bounds, we will
first prove a useful result (Lemma A.1). For convenience of notation, we will from now on denote an optimal
set of inputs by:

X∗P ∈ arg max
X⊆X,|X|≤P

U(f(X)),

for any P > 0.

Lemma A.1 Consider an objective function f : X→ RM , a non-negative R2 utility U : B(RM )→ R≥0 and a
collection of inputs and scalars {Xn}n≥1 and {ρn}n≥1, where Xn ⊆ X and ρn ∈ R. If the following inequality
holds with probability 1− δ,

U(f(X∗P )) ≤ U(f(XN )) + P (U(f(XN+1))− U(f(XN ))) + PρN+1,

for some δ ∈ (0, 1) and positive integers P and N , then the following inequality holds with probability 1−Nδ,

U(f(XN )) ≥ (1− e−N/P )U(f(X∗P ))−
N∑
n=1

ρn

(
1− 1

P

)N−n
.

Proof of Lemma A.1. Let ζN = U(f(X∗P ))− U(f(XN )), then rearranging the inequality, we get:

ζN+1 ≤
(

1− 1

P

)
ζN + ρN+1.

By repeated use of this inequality, we find that,

ζN ≤
(

1− 1

P

)N
ζ0 +

N∑
n=1

ρn

(
1− 1

P

)N−n
,
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which is an inequality that holds with probability 1−Nδ by the union bound (Boole’s inequality). As the R2
utility is non-negative, we have that ζ0 = U(f(X∗P ))− U(f(∅)) ≤ U(f(X∗P )). By using this result and the fact
that 1− x ≤ e−x for all x ∈ R, we obtain the final performance bound:

U(f(XN )) ≥ (1− e−N/P )U(f(X∗P ))−
N∑
n=1

ρn

(
1− 1

P

)N−n
.

�

A.8.1 Proof of Proposition 4.1

We begin the proof by first establishing an inequality between the series of utility values:

U(f(X∗P )) ≤ U(f(X∗P ∪XN ))

= U(f(XN )) +

P∑
n=1

(U(f(X∗n ∪XN ))− U(f(X∗n−1 ∪XN )))

≤ U(f(XN )) +
∑

x∈X∗P

(U(f(XN ∪ {x}))− U(f(XN )))

≤ U(f(XN )) + P (U(f(XN ∪ {x∗}))− U(f(XN ))). (25)

The first line follows from the monotone property. The second line follows from rewriting the utility as a
telescopic sum. The third line follows from applying the diminishing returns property and the last line follows
from setting the input x ∈ X to be a maximizer, x∗ ∈ arg maxx∈X∗P

(U(f(XN ∪ {x})) − U(f(XN ))), and then

using the fact that |X∗P | ≤ P , where | · | denotes the cardinality of the set.

As the scalarization parameters are sampled independently, we have the following result by Hoeffding’s inequal-
ity:

P
[∣∣∣(ÛJ(f(XN ∪ {x}))− ÛJ(f(XN )))− (U(f(XN ∪ {x}))− U(f(XN )))

∣∣∣ ≥ ξN]
≤ 2 exp

(
−2Jξ2

N

C2
N

)
,

for any x ∈ X, where CN := maxθ∈Θ(Sθ(f(X)) − Sθ(f(XN ))) for N ≥ 1 and C0 := C. By manipulating the
expression, we find that this inequality will hold with probability 1 − δ, if we set ξN = CN

√
log (2/δ) /(2J).

Using this result, we obtain the following probability bound, which holds with probability 1− 2δ by the union
bound:

U(f(X∗P )) ≤ U(f(XN )) + P (ÛJ(f(XN ∪ {x∗}))− ÛJ(f(XN )) + ξN ) (26)

≤ U(f(XN )) + P (ÛJ(f(XN+1))− ÛJ(f(XN )) + ξN ) (27)

≤ U(f(XN )) + P (U(f(XN+1))− U(f(XN ))) + 2PξN . (28)

In the first equation (26), we used Hoeffding’s inequality for x∗ ∈ X∗P . In the second equation (27), we used
the fact the input xN+1 ∈ X is picked according to the approximate greedy strategy and in the last equation
(28) we used Hoeffding’s inequality again for the approximately greedily selected input xN+1 ∈ X. Applying
Lemma A.1, we find that the following inequality holds with probability 1− 2Nδ:

U(f(XN )) ≥ (1− e−N/P )U(f(X∗P ))−
N∑
n=1

2ξn−1

(
1− 1

P

)N−n
.

�

A.8.2 Proof of Proposition 4.2

Firstly, by Hoeffding’s inequality, we obtain the following concentration bound for the expectation over the
surrogate model:

P

[∣∣∣∣∣ 1

H

H∑
h=1

ÛJ(f̂h(X))− Ep(f̂ |DN )[ÛJ(f̂(X))]

∣∣∣∣∣ ≥ ξN,1
]
≤ 2 exp

(
−

2Hξ2
N,1

C2
N

)
,

where X = XN ∪ {x} for any x ∈ X and CN := maxθ∈Θ Ep(f̂ |DN )[Sθ(f̂(X)) − Sθ(f̂(XN ))]. By manipulating

this expression, we find that the inequality holds with probability 1− δ, if we set ξN,1 = CN
√

log (2/δ) /(2H).
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Similarly, by applying Hoeffding’s inequality again, we obtain the following concentration bound for the utility
estimate:

P
[∣∣∣Ep(f̂ |DN )[ÛJ(f̂(X))]− Ep(f̂ |DN )[U(f̂(X))]

∣∣∣ ≥ ξN,2] ≤ 2 exp

(
−

2Jξ2
N,2

C2
N

)
.

By manipulating this expression, we find that the inequality holds with probability 1 − δ, if we set ξN,2 =

CN
√

log (2/δ) /(2J). We now upper bound the sum of these two parameters by:

ξN := CN

√
2

min(J,H)
log

(
2

δ

)
≥ ξN,1 + ξN,2.

By repeating the same arguments as before, we obtain the following bound, which holds with probability
1− 6δ:

U(f(X∗P )) ≤ U(f(XN )) + P (U(f(XN ∪ {x∗}))− U(f(XN ))) (29)

≤ U(f(XN )) + P
(
Ep(f̂ |DN )[U(f̂(XN ∪ {x∗}))] +Aδ(x

∗|DN )− U(f(XN ))
)

(30)

≤ U(f(XN )) + P

(
1

H

H∑
h=1

ÛJ(f̂h(XN ∪ {x∗})) +Aδ(x
∗|DN )− U(f(XN )) + ξN

)
(31)

≤ U(f(XN )) + P

(
1

H

H∑
h=1

ÛJ(f̂h(XN+1)) +Aδ(xN+1|DN )− U(f(XN )) + ξN

)
(32)

≤ U(f(XN )) + P (U(f(XN+1))− U(f(XN ))) + 2P (Aδ(xN+1|DN ) + ξN ). (33)

The first line (29) follows from equation (25). The second line (30) follows from applying the concentration
bound (20) in Assumption 4.2. The third line (31) follows from applying Hoeffding’s inequalities above. The
fourth line (32) is obtained by using the fact that the point xN+1 ∈ X is picked according to the approximate
AEUI acquisition function. The final line (33) follows by applying the concentration inequalities again. As
before, we can apply Lemma A.1 in order to obtain a performance bound:

U(f(XN )) ≥ (1− e−N/P )U(f(X∗P ))− 2

N∑
n=1

(Aδ(xn|Dn−1) + ξn−1)

(
1− 1

P

)N−n
,

which holds with probability 1 − 6Nδ. By using the inequality, 1 − x ≤ e−x for all x ∈ R, we obtain the final
performance bound.

�

B Additional figures

For some more intuition, we include two extra figures, Figures 15 and 16, which illustrates the impact of the
choice of utility function when we use the Bayesian optimization algorithm with the EUI acquisition function
(19). In both of these examples, the number of objectives is M = 3 and the utilities that we consider are the
four special cases outlined in Section 3.1. For both of these problems, the standard R2 utility and hypervolume
indicator are set to target the whole Pareto front, whilst the IGD+ and D1 indicator are used to target two
complementary regions of the Pareto front. In particular, for the rocket injector problem (Figure 15), we used
the IGD+ indicator to target the part of the Pareto front where the second objective is larger than the first
objective in the normalized space, whilst the D1 indicator is used to target the other part of the front. Whereas
for the vehicle safety problem (Figure 16), we used the IGD+ indicator to target the part of the Pareto front
where the third objective is larger than the first objective in the normalized space, whilst the D1 indicator is
used to target the other part of the front.

Overall, we find that the results here support the findings that we made earlier in Section 5.1. Namely, it is
generally beneficial to optimize the same utility that is used to assess the performance. Although there do
exist some cases where using a different utility function leads to better performance. This latter result is likely
attributed to problem-dependent features such as the geometry of the objective function and its Pareto front.
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Figure 15: An illustration of the EUI acquisition functions on the rocket injector problem. On the top row, we present a snapshot
of the points obtained after one run of the Bayesian optimization algorithm. On the bottom, we present the resulting performance
plots.
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Figure 16: An illustration of the EUI acquisition functions on the vehicle safety problem. On the top row, we present a snapshot
of the points obtained after one run of the Bayesian optimization algorithm. On the bottom, we present the resulting performance
plots.
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